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- Linear time-invariant (LTI) systems: $\dot{x}=A x+B u$
- Damped mass spring systems
- Circuits involving resistors, capacitors, inductors
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## Road Map

- Linear Systems (This and next lecture)
- Basic properties and closed form solution
- Stability
- Linearization
- Controllability and observability
- Nonlinear systems (Two lectures)
- Optimization and optimal control (New unit, $\sim 8$ lectures)
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- $\exists L>0, \forall u, x_{1}, x_{2},\left\|f\left(x_{1}, u\right)-f\left(x_{2}, u\right)\right\| \leq L\left\|x_{1}-x_{2}\right\|$
- Existence and Uniqueness of Solutions of $\dot{x}=A x+B u$
- $\exists L>0, \forall u, x_{1}, x_{2},\left\|A x_{1}+B u-A x_{2}-B u\right\| \leq L\left\|x_{1}-x_{2}\right\|$
- $\Leftrightarrow \exists L>0, \forall u, x_{1}, x_{2},\left\|A x_{1}-A x_{2}\right\| \leq L\left\|x_{1}-x_{2}\right\|$
- But $\left\|A x_{1}-A x_{2}\right\|=\left\|A\left(x_{1}-x_{2}\right)\right\| \leq\|A\|_{i}\left\|x_{1}-x_{2}\right\|$
- Recall:
- $\|A\|_{p, i}=\sup _{x \neq 0} \| \frac{\|x\|_{p}}{\|x\|_{p}}$
- $\|A\|_{\infty, i}=\max _{i} \sum_{j=1}^{n}\left|a_{i j}\right|$ (maximum row sum)
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- $\dot{x}=A x+B u, x(0)=x_{0}$
- $x(t)=e^{A t} x_{0}+\int_{0}^{t} e^{A(t-\tau)} B u(\tau) d \tau$

Matlab: expm

$$
e^{A t}=I+\frac{A t}{1!}+\frac{A^{2} t^{2}}{2!}+\cdots
$$

- Zero input solution: $x(t)=e^{A t} x_{0}$
- $z=T x \Rightarrow \dot{z}=T A T^{-1} z, z_{0}=T x_{0}$
- Define $\tilde{A}=T A T^{-1} \Rightarrow \dot{z}=J z$
- Solution in terms of $z: z(t)=e^{J t} z_{0}$
- Diagonal J: $z(t)=\left[\begin{array}{cc}e^{\lambda_{1} t} & 0 \\ 0 & e^{\lambda_{2} t}\end{array}\right]\left[\begin{array}{l}z_{10} \\ z_{20}\end{array}\right]$


## LTI systems: Closed form solution

- General J:
$\cdot f(J)=\left[\begin{array}{llllll}f\left(\lambda_{1}\right) & & & & & \\ & f\left(\lambda_{1}\right) & f^{\prime}\left(\lambda_{1}\right) & & & \\ & & f\left(\lambda_{1}\right) & & & \\ & & & f\left(\lambda_{2}\right) & f^{\prime}\left(\lambda_{2}\right) & \frac{1}{2} f^{\prime \prime}\left(\lambda_{2}\right) \\ & & & & f\left(\lambda_{2}\right) & f^{\prime}\left(\lambda_{2}\right) \\ & & & & & f\left(\lambda_{2}\right)\end{array}\right]$

LTI systems: Closed form solution

- General $J$ :

$$
\begin{aligned}
f(J) & =e^{J t} \\
f(\cdot) & =e^{\cdot t} \\
f^{\prime}(\cdot) & =t e^{t} \\
f^{\prime \prime}(\cdot) & =t^{2} \cdot e^{\cdot t}
\end{aligned}
$$

$\cdot f(J)=\left[\begin{array}{llllll}f\left(\lambda_{1}\right) & & & & & \\ & f\left(\lambda_{1}\right) & f^{\prime}\left(\lambda_{1}\right) & & & \\ & & f\left(\lambda_{1}\right) & & & \\ & & & f\left(\lambda_{2}\right) & f^{\prime}\left(\lambda_{2}\right) & \frac{1}{2} f^{\prime \prime}\left(\lambda_{2}\right) \\ & & & & f\left(\lambda_{2}\right) & f^{\prime}\left(\lambda_{2}\right) \\ & & & & & f\left(\lambda_{2}\right)\end{array}\right]$

LTI systems: Closed form solution

$$
\begin{aligned}
f(J) & =e^{J t} \\
f(\cdot) & =e^{\cdot t} \\
f^{\prime}(\cdot) & =t e^{t} \\
f^{\prime \prime}(\cdot) & =t^{2} e^{\cdot t}
\end{aligned}
$$

- General J:
- $e^{J t}=\left[\begin{array}{cccccc}e^{\lambda_{1} t} & & & & & \\ & e^{\lambda_{1} t} & t e^{\lambda_{1} t} & & & \\ & & e^{\lambda_{1} t} & & & \\ & & & e^{\lambda_{2} t} & t e^{\lambda_{2} t} & \frac{1}{2} t^{2} e^{\lambda_{2} t} \\ & & & & e^{\lambda_{2} t} & t e^{\lambda_{2} t} \\ & & & & & e^{\lambda_{2} t}\end{array}\right]$


## Matrix Exponential properties

- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
$e^{A t}$ "propagates" a state forward
by a duration of $t$, according to
the system dynamics $A$


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
$e^{A t}$ "propagates" a state forward
by a duration of $t$, according to
the system dynamics $A$


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
$e^{A t}$ "propagates" a state forward
by a duration of $t$, according to
the system dynamics $A$


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
by a duration of $t$, according to
the system dynamics $A$
- State transition matrix


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
- $e^{0}=I$ (follows from the above)
- State transition matrix


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
- $e^{0}=I$ (follows from the above)

$e^{A t}$ "propagates" a state forward by a duration of $t$, according to the system dynamics $A$
- State transition matrix


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
- $e^{0}=I$ (follows from the above)
- $e^{A(t+s)}=e^{A t} e^{A s}$
$e^{A t}$ "propagates" a state forward by a duration of $t$, according to the system dynamics $A$
- State transition matrix
- $e^{(A+B) t}=e^{A t} e^{B t}$ if and only if $A B=B A$


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
- $e^{0}=I$ (follows from the above)
- $e^{A(t+s)}=e^{A t} e^{A s}$
$e^{A t}$ "propagates" a state forward by a duration of $t$, according to the system dynamics $A$
- State transition matrix
- $e^{(A+B) t}=e^{A t} e^{B t}$ if and only if $A B=B A$
- $\left(e^{A t}\right)^{-1}=e^{-A t}$
- So $e^{A t} e^{-A}=I$


## Matrix Exponential properties



- If $\dot{x}=A x, x(0)=x_{0}$, then $x(t)=e^{A t} x_{0}$
- $e^{0}=I$ (follows from the above)
- $e^{A(t+s)}=e^{A t} e^{A s}$
$e^{A t}$ "propagates" a state forward
by a duration of $t$, according to the system dynamics $A$
- State transition matrix
- $e^{(A+B) t}=e^{A t} e^{B t}$ if and only if $A B=B A$
- $\left(e^{A t}\right)^{-1}=e^{-A t}$
- So $e^{A t} e^{-A t}=I$
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- If $\max \operatorname{Re}\left(\lambda_{k}\right)=0, z(t)$ stays bounded only if $\bar{\lambda}_{k}$ has Jordan block of size 1
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& & & & & e^{\lambda_{2} t}
\end{array}\right]
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## LTI System: Stability

- If $\max \operatorname{Re}\left(\lambda_{k}\right)=0, z(t)$ stays bounded only if $\bar{\lambda}_{k}$ has Jordan block of size 1

$$
e^{J t} z_{0}=\left[\begin{array}{cccccc}
1 & & & & & \\
& 1 & t & & & \\
& & 1 & & & \\
& & & 1 & t & \frac{1}{2} t^{2} \\
& & & & 1 & t \\
& & & & & 1
\end{array}\right] z_{0}
$$

- When $\lambda_{i}=0$...
- Not stable!
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- Suppose $\dot{x}=A x+B u$, can we design $u$ to make $x=\mathbf{0}_{n}$ stable?
- Try linear state feedback: $u=-K x \Rightarrow \dot{x}=(A-B K) x$
- Define $\bar{A}=A-B K$, and we have $\dot{x}=\bar{A} x$
- We can try to choose the elements of $K$, such that the eigenvalues of $\bar{A}$ are in the left half-plane
- Issues
- Controller saturation
- Full state information required
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