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Assignment 2: Chapters 4, 3, 5. 
 
Instructions: The university policy on academic dishonesty and plagiarism (cheating) will 
be taken very seriously in this course. Everything submitted should be your own writing 
or coding. You must not let other students copy your work. On your assignment, put 
down your name, the number of the assignment and the number of the course. Spelling 
and grammar count.  
 
Group Work: Discussions of the assignment is okay, for example to understand the 
concepts involved. If you work in a group, put down the name of all members of your 
group. There should be no group submissions. Each group member should write up their 
own solution to show their own understanding. 
 
For the due date please see our course management server https://courses.cs.sfu.ca. The 
time when you upload your assignment is the official time stamp. If your assignment is 
late because you did not figure this out soon enough, you will lose marks according to the 
syllabus policy.  
 
Terminology: The questions are not self-explanatory. Even ordinary English words (e.g., 
“rationality”) may not have their ordinary meaning in an AI context. Part of your task is 
to learn the AI terminology required to understand the questions.  
 
Handing in the Assignment. Please use the submission system on courses.cs.sfu.ca. You 
should post a single pdf document that contains your written answers, as well as any 
screenshots required.  
 
Getting Help. Check the syllabus for communication policy. You have the textbook, the 
lecture notes, the discussion forum, and you can ask us in office hours or class sessions. 
We do not provide individual email support. 



 

Chapter	4.	Local	Search	in	Continuous	Spaces.		
26	points.	
 
A common problem in machine learning is to find hypotheses that explain the data as 
well as possible. Let’s consider a simple but important instance: modelling coin flips. 
Suppose you flip a coin 10 times and you observe 6 heads and 4 tails. You assume that 
the coin flips are mutually independent, and that the chance of getting heads on any given 
toss is some probability p between 0 and 1 (inclusive). Which value of p best explains the 
data? 
 
For a fixed p, the probability of seeing 6 heads and 4 tails is given by 
 
f(p) = p6 * (1-p)4. 
 
Since our goal is to maximize this function, we minimize  
 
-f(p) = - (p6 * (1-p)4). 
 
Since the logarithm is monotone increasing, we can also consider the natural logarithm 
ln(-f(p)), that is, minimizing the function 
 
l(p) = - (6ln(p) + 4ln(1-p)).  
 
1. Use gradient descent to try and find a minimizing value of p. You may do this using 

either the -f or the l function. 
a. (3) Write down the gradient (derivative) of the function you chose. (Hint: this 

is probably easier for l.) 
b. (10) Try to get close to the minimum in 5 gradient descent steps. Use as your 

initial guess p=1/2 (the coin is fair), and for the first 3 step sizes, use 0.04, 
0.02, 0.01. The last 2 step sizes you can choose for yourself. For your answer 
fill in the table below.  

 
step p Step size 
0 1/2 0.04 
1 Fill in 0.02 
2 Fill in 0.01 
3 Fill in Fill in 
4 Fill in Fill in 
5 Fill in  

 



2. Use the Newton-Raphson Method to try and find a minimizing value of p. The update 
formula is given in the lecture notes. You may do this using either the -f or the l 
function. 

a. (3) Write down the second-order gradient (derivative) of the function you 
chose. (Hint: this is probably easier for l.) 

b. (10) Show the results of 5 Newton-Raphson steps. Use as your initial guess 
p=1/2 (the coin is fair). 
 

step p 
0 1/2 
1 Fill in 
2 Fill in 
3 Fill in 
4 Fill in 
5 Fill in 

 



Chapter	3.	Search	problems.	40	points	total.	
 
 

1. (10 points total) Consider the state graph below. The goal state is f, the starting 
state is a. This problem refers to tree search (see Figure 3.7 of the text for 
pseudocode). The node ordering follows the alphabet. 
 

a. Which paths are explored by Depth-First Search? Show the frontier at 
each step of the search. (5) 

b. Which paths are explored by Iterative Deepening Depth-First Search? 
Show the frontier at each step of the search. (5) 

 

Which sequences of paths are explored by BFS and DFS in this problem?
[solution]

2.

5: Learning Goals Revisited

Apply basic properties of search algorithms: completeness, optimality, time
and space complexity of search algorithms.
Select the most appropriate search algorithms for specific problems.

Main Tools: Graph Searching | Consistency for CSP | SLS for CSP | Deduction | Belief and Decision Networks
| Decision Trees | Neural Networks | STRIPS to CSP

AIspace http://www.aispace.org/exercises/exercise3-b-1.shtml
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Figure 1 

  



Sample Answer (not necessarily the solution):  
a. Paths explored by Depth-First Search 

Iteration Frontier at the end of this iteration 
0 [a] 
1 [a,b], [a,e], [a,b,d] 
2 [a,b], [a,e,f], [a,b,d,c] 
3 ….. 
4  
5  
6  
7  
8  
9  
10  

 
b. Paths explored by Iterative Deepening Depth-First Search 

Iteration Frontier at the end of this iteration 
0 [a] 
1 [a,b], [a,e], [a,b,d] 
2 [a,b], [a,e,f], [a,b,d,c] 
3 ….. 
4  
5  
6  
7  
8  
9  
10  

 



Problem Search 
 

2. (30 points total) The classic Wolf, Sheep & Cabbage Game problem is as follows. 
Help the man in the boat to move the wolf, the sheep and the box of cabbage from 
the right side of a lake to the left side of the lake. You can only bring one of these 
with you at a time. The unguarded wolf will eat the sheep and the unguarded 
sheep will eat the cabbage, when the man is not around. Besides, the cost of 
carrying wolf, sheep and cabbage across the lake is 3, 2 and 1 respectively. We 
will use search to solve this problem by computer. 

 

i. Go to http://aispace.org/search/ and run the Graph Search Tool. The website has 
quick start instructions and a video tutorial in case you need help. I suggest 
loading some of the sample files and experimenting with them before you 
continue.  

ii. Use the functions File->Create Graph and the Create Node button to define the 
state space. Please use mnemonic names for your state nodes (e.g., call a node 
“wolf (left), sheep (left), cabbage (left), boat (left)” rather than “node 0”). 
Model a cost (1.0, 2.0 or 3.0) for each river crossing. Include a screenshot of 
your graph showing edge costs, start states and goal states. (10) 
 
Suggestions: To make the task faster, include only legal states. You can also 
omit states that are not reachable from the goal state. That is, you may want to 
start with the initial state, draw its legal successors, then their legal successors 
etc. Include edges that “loop back” to previous states, except for the goal state. 
That is, you don’t need to include any edges coming out of the goal state. 

iii. Run Depth-First search to try and find a solution that involves the minimum 
number of crossings. Use Depth-First search with the option “Search Options, 
Pruning, Loop Detection”. How many nodes are expanded by Depth-First 
Search with loop detection? (5).  

iv. Run Breadth-First search to try and find a solution that involves the minimum 
number of crossings. Use Breadth-First search with the option “Search 
Options, Pruning, Loop Detection”. How many nodes are expanded by 
Breadth-First Search with loop detection? (5).  

v. Define an admissible heuristic and add its value to the nodes in your state space. 
Include a screenshot of your graph that shows the heuristic values. (You can 
use the View menu option to show the heuristic values). (5) 

vi. Run A* Search with loop detection to find a solution that involves the minimum 
number of crossing costs (recall that different crossings have different costs). 
How many nodes are expanded by A* Search with loop detection? (5) 



Chapter	5.	Adversarial	Search.	26	points	total.		
 
Summary. The minimax algorithm finds perfect play in finite zero-sum game trees. This 
assignment gives you practice in finding the minimax values. 
 
Consider the game of Figure 2. Player A moves first. The two players take turns moving, 
and each player must move his token to an open adjacent space in either direction. If the 
opponent occupies an adjacent space, then a player may jump over the opponent to the 
next open space if any. For example, if A is on 3 and B is on 2, then A may move back to 
1. Repeated states are not allowed, so a player may not move to a space if this causes the 
play to enter a board position that was reached before. The game ends in the following 
conditions: 
 

• Player A reaches space 3, then the value of the game to A is +1.  
• Player B reaches space 2, then the value of the game to A is -1.  
• Either player reaches the opposite side (i.e. A reaches 4, B reaches 1). The value 

of the game to A is 0. 
• Stalemate: The player to move has no legal move. Then the value of the game to 

A is 0. 
 

A B
1 432  

Figure 2 
 

1. (10) Draw the complete game tree, using the following conventions. 
a. Write each state as (sA, sB), where sA and sb denote the token locations. 

b. Put each terminal state in a square box and write its game value in a circle. 
2. (10) Now mark each node with its backed-up minimax value (also in a circle). 

3. (6) Suppose that we allowed repeated states and otherwise kept the rules the same.  
a. Describe the optimal strategy for each player (informally but precisely). 

b. Does the standard minimax algorithm terminate with a strategy for each 
player? If yes, does it find the optimal strategy (from part a)? If not, how 
could you modify the standard minimax algorithm so that it terminates after 
finding the optimal strategy for each player in this game? The modification 
should be general in the sense that the modified algorithm can be applied to 
any game tree, not just this game.



 
 
 
 

Optional	Study	Questions	(not	graded)	
 
 

• Usually local search methods have problems with getting stuck in local minima. 
Is there an issue with local minima in the local search problem 1 (searching for an 
optimal coin probability)? Why or why not? 
 

 
 


