CMPT 310

Artificial Intelligence Survey

Simon Fraser University

Spring 2015

Instructor: Oliver Schulte

Assignment 4: Chapters 18, 20, 8. Learning.

Instructions: Check the instructions in the syllabus. The university policy on academic dishonesty and plagiarism (cheating) will be taken very seriously in this course. Everything submitted should be your own writing or coding. You must not let other students copy your work. Discussion of the assignment is okay, for example to understand the concepts involved. If you work in a group, put down the name of all members of your group. You should still write up your own solution by yourself. On your assignment, put down your name, the number of the assignment and the number of the course. Spelling and grammar count. 

For the due date please see our course management server https://courses.cs.sfu.ca .

Handing in the Assignment. Please use the submission system on courses.cs.sfu.ca. 

You should post a pdf document that contains your written answers, as well as the diagrams required. One .xml file is required as well. The time when you upload your assignment is the official time stamp.
Chapter 18. Decision Tree Learning. 15 points total.

Summary. The purpose of this assignment is to give you practice with computing expected information gain and how the ID3 algorithm  uses it to construct a decision tree. 

Figure 1 provides data about whether a customer will wait for a table in a restaurant or not. Assume that ID3 splits first on the Pat attribute (for Patrons). Show the following for the branch Pat = Full. 

1. The next attribute chosen by ID3. (3)

2. The expected information gain associated with the next attribute. There may be more than one attribute with the same information gain, finding one is sufficient. Is Hungry one of the attributes with maximum information gain? (6)

3. How you calculated the expected information gain. (6)

[image: image1.emf]Example Attributes Target
Alt | Bar | Fri| Hun | Pat | Price | Rain | Res | Type | Est | WillWait
X T | F | F T | Some| $$%% F T | French| 0-10 T
X5 T | F F T Full $ F F Thai | 30-60 F
X3 F| T | F| F |Some| $ F F | Burger| 0-10 T
X, T| F | T | T | Ful $ F F | Thai | 10-30 T
X T| F | T | F | Full | $%% F T | French| >60 F
X F| T | F T |Some| $$ T T | Italian | 0-10 T
X7 F| T | F| F |None|l $ T F | Burger| 0-10 F
X3 F F F T | Some| 3% T T | Thai | 0-10 T
Xy F| T | T | F | Ful $ T F | Burger| >60 F
X0 T, T | T | T | Full | $%% F T | Italian | 10-30 F
X1 F F F F | None $ F F Thai | 0-10 F
X9 T T T T Full $ F F | Burger| 30-60 T










Decision tree learning Examplesdescribedbyattributevalues(Boolean,discrete,continuous,etc.) E.g.,situationswhereIwill/won’twaitforatable:

Example

Attributes Target

Alt Bar Fri Hun Pat Price Rain Res Type Est WillWait

X

1

T F F T Some $$$ F T French 0–10 T

X

2

T F F T Full $ F F Thai 30–60 F

X

3

F T F F Some $ F F Burger 0–10 T

X

4

T F T T Full $ F F Thai 10–30 T

X

5

T F T F Full $$$ F T French >60 F

X

6

F T F T Some $$ T T Italian 0–10 T

X

7

F T F F None $ T F Burger 0–10 F

X

8

F F F T Some $$ T T Thai 0–10 T

X

9

F T T F Full $ T F Burger >60 F

X

10

T T T T Full $$$ F T Italian 10–30 F

X

11

F F F F None $ F F Thai 0–10 F

X

12

T T T T Full $ F F Burger 30–60 T

Classiﬁcationofexamplesispositive(T)ornegative(F)

16


Figure 1
Chapter 20. Bayesian Network Parameter Learning. 16 points total.

Consider the the Bayes Net from Figure 2. This Bayes net says that the value of Will  Wait can be predicted from the values of Pat (Patron) and Hun (Hungry). Let D denote the subset of the data from Figure 1 comprising only the three columns  Hun, Pat, Will Wait. So D is a 12x3 matrix. 


1. (17) Based on the Maximum Likelihood method, fill in the conditional probabilities for the Bayes net structure in the table below. Some of the conditional probabilities may be undefined.
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Figure 2
Sample Answer, not the solution 
	Hun
	P(Hun)

	T
	0.5

	F
	0.5


	Pat
	P(Pat)

	Some
	0.3

	Full
	0.3

	None
	0.3


	Hun
	Pat
	Will Wait
	P(WW|Pat,Hun)

	T
	Some
	T
	0.5

	T
	Some
	F
	0.5

	F
	Some
	T
	0.4

	F
	Some
	F
	0.6

	F
	Full
	T
	0.2

	F
	Full
	F
	0.8

	T
	Full
	T
	0.1

	T
	Full
	F
	0.9

	F
	None
	T
	0.3

	F
	None
	F
	0.7

	T
	None
	T
	0.4

	T
	None
	F
	0.6


Your Solution
	Hun
	P(Hun)

	T
	

	F
	


	Pat
	P(Pat)

	Some
	

	Full
	

	None
	


	Hun
	Pat
	Will Wait
	P(WW|P,H)

	T
	Some
	T
	

	T
	Some
	F
	

	F
	Some
	T
	

	F
	Some
	F
	

	F
	Full
	T
	

	F
	Full
	F
	

	T
	Full
	T
	

	T
	Full
	F
	

	F
	None
	T
	

	F
	None
	F
	

	T
	None
	T
	

	T
	None
	F
	


2. (10 points) Assuming that the conditional probabilities are estimated using the maximum likelihood method from question 1, what is the data likelihood of the data set D given the Bayesian network from Figure 1? To compute this, consider only the three variables Hun, Pat, Will Wait (see examples in lecture notes). Fill in the table below (with joint probabilities). Some of the joint probabilities may be undefined, these should be omitted from the data likelihood.
Sample Answer, not the solution 
	Hun
	Pat
	Will Wait
	P(WW,P,H)

	T
	Some
	T
	0.075

	T
	Some
	F
	0.075

	F
	Some
	T
	0.075

	F
	Some
	F
	0.075

	F
	Full
	T
	0.075

	F
	Full
	F
	0.075

	T
	Full
	T
	0.075

	T
	Full
	F
	0.075

	F
	None
	T
	0.075

	F
	None
	F
	0.075

	T
	None
	T
	0.075

	T
	None
	F
	0.075


The likelihood of the dataset D is approximately 3.16*10-14.

Your Answer
	Hun
	Pat
	Will Wait
	P(WW,P,H)

	T
	Some
	T
	

	T
	Some
	F
	

	F
	Some
	T
	

	F
	Some
	F
	

	F
	Full
	T
	

	F
	Full
	F
	

	T
	Full
	T
	

	T
	Full
	F
	

	F
	None
	T
	

	F
	None
	F
	


The likelihood of the dataset D is approximately ….

Chapter 18. Neural Networks.

(20 points) Construct by hand a neural network for classifying Boolean inputs whose sign agrees with the product of the inputs. In other words, the output y of the neural net must satisfy the following conditions.

1. If 
[image: image3.emf]X x,>0









   

x

1

×

x

2

>

0

, then y>0.
2. If 
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The following table shows the required output for Boolean inputs. 

	Input x1
	Input x2
	Output y

	1.0
	1.0
	1.0

	1.0
	-1.0
	-1.0

	-1.0
	1.0
	-1.0

	-1.0
	-1.0
	1.0


Create your neural network in the UBC AIspace tool. Your neural network should have


· two input nodes x1 and x2
· exactly one output node y
· any number of hidden units in any number of hidden layers that you like, including 0  hidden units.

Hint: consider using different types of activation functions for different nodes.
What to submit

· An .xml file that loads your neural network into the UBC tool.
· Screenshots that show how your neural network computes the values shown in the table above, for Boolean inputs. You can use the “Calculate output” button for this.
Final Exam Question. 10 points total.

Design a question for the final exam. 


The purpose is to start you thinking about the course material for the final exam. I will put the best question on the final. This will basically be graded on a pass/fail basis, with some higher points for special creativity, and lower points for lack of effort.

Optional Study Question (Not Graded)

Construct by hand a neural network for classifying Boolean inputs whose sign agrees with the product of the inputs. In other words, the output y of the neural net must satisfy the following conditions.

3. If 
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4. If 
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The following table shows the required output for Boolean inputs. 

	Input x1
	Input x2
	Output y

	1.0
	1.0
	1.0

	1.0
	-1.0
	0.0

	-1.0
	1.0
	0.0

	-1.0
	-1.0
	1.0


Create your neural network in the UBC AIspace tool. Your neural network should have


· two input nodes x1 and x2
· exactly one output node y
· any number of hidden units in any number of hidden layers that you like, including 0  hidden units.

Hint: this problem can be solved using sigmoid activation functions only.
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